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Abstract—This paper presents the assessment of fast decoupled load flow computation using three linear system solver scheme. The full matrix version of the fast decoupled load flow based on XB methods used in this study. The numerical investigations are carried out on the small and large test systems. The execution time of small system such as IEEE 14, 30, and 57 are very fast, therefore the computation time can not be compared for these cases. Another cases IEEE 118, 300 and TNB 664 produced significant execution speedup. The superLU factorization sparse matrix solver has best performance and speedup of load flow solution as well as in contingency analysis. The invers full matrix solver can solved only for IEEE 118 bus test system in 3.715 second and for another cases take too long time. However for superLU factorization linear solver can solved all of test system in 7.832 second for a largest of test system. Therefore the superLU factorization linear solver can be a viable alternative applied in contingency analysis.
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1. INTRODUCTION

The contingency analysis is one of the basic tools utilized in control centers. This tool is used to help the operation engineers to take appropriate and fast decisions to respond for events such as component outages. The execution time of the power flow adopted in the contingency analysis is very critical. The classical approach to speed up the solution process is to use approximate power system model. This approach has been in use for many years and goes under various names such as linear sensitivity method using DC load flow or distribution factor methods [1]. The former methods have limitations attributed to only branch MW flows are calculated and these are only within 5% accuracy, hence, the MVAR flows or bus voltage magnitudes are still unknowns [1].

The knowledge of the MVAR flows and bus voltage magnitudes after a contingency outage requires executing complete AC power flow. This presents a great deal of difficulty when thousands of cases must be computed, then the total time to test for all of outages will be too long. Due to the problem, other methods are used to run complete load flow on some critical cases. These techniques go under the name of concentric relaxation [2], bounding method for AC contingency screening [3,4] and artificial intelligent based method [5]. The problem of these techniques is requires more layer and consumed longer computing time.

This paper describes the implementation of three linear solvers in load flow algorithm base on fast decoupled method. The computation time of complete fast decoupled load flow in contingency analysis will be investigated.

2. LOAD FLOW ANALYSIS

Load flow analysis is used in planning and designing the future expansion of power systems, as well as in system operation [6]. Load flow also provides steady state condition for other analysis such as stability studies, short-circuit and outage security assessment. In general, the load flow involves the solution of a set of nonlinear equations given by:

$$F(x) = J \Delta x$$  \hspace{1cm} (1)

Where;
F(x) is a set of nonlinear equations with the same number of variables.
J matrix is the Jacobian matrix, which is a set of the differential equation of F(x) with respect to each of the variables x. \( \Delta x \) is a vector correction of variables x in the F(x) function.

Based on (1), the load flow solution is written in terms of power equations as:

\[
\begin{bmatrix}
\Delta P \\
\Delta Q
\end{bmatrix} =
\begin{bmatrix}
H & N \\
J & L
\end{bmatrix}
\begin{bmatrix}
\Delta \theta \\
\Delta V
\end{bmatrix}
\tag{2}
\]

### 2.1. Fast Decoupled Method

The fast-decoupled load flow (FDLF) developed by Stott and Alsac [7] is the most popular one because of its simplicity and computational efficiency. The FDLF formulation is developed by neglecting the \( J_2 \) and \( J_4 \) submatrices of the Jacobian matrix in (2). This approximation can be applied since the real power changes (\( \Delta P \)) are less sensitive to the change in voltage magnitude (\( \Delta V \)) and more sensitive to the change of phase angle (\( \Delta \theta \)). On the other hand, \( \Delta Q \) is more sensitive to the change of \( \Delta V \). Due to this coupling characteristics, (2) can be simplified into:

\[
\begin{bmatrix}
\Delta P \\
\Delta Q
\end{bmatrix} =
\begin{bmatrix}
H & \cdot \\
\cdot & L
\end{bmatrix}
\begin{bmatrix}
\Delta \theta \\
\Delta V
\end{bmatrix}
\tag{3}
\]

This lead to decoupled equations:

\[
\begin{align*}
\Delta P &= H \Delta \theta \\
\Delta Q &= L \Delta V
\end{align*}
\tag{4}
\]

The above equations show that the matrix equation has been separated into two decoupled equations that solve P-\( \theta \) and Q-V problem separately and iteratively. These equations can be simplified by setting the voltage \( V=1.0 \) unit and the H and L element are divided with the bus voltage. The resulting FD load flow equations after further simplification are then given:

\[
\begin{align*}
\Delta P/V &= B' \Delta \theta \\
\Delta Q/V &= B'' \Delta V
\end{align*}
\tag{6}
\]

The matrix \( B' \) and \( B'' \) are the negative of the imaginary part of the nodal admittance matrix \( Y \), without the column and row corresponding to the slack node. The FD algorithm involves the following steps:

1. Calculate \( B' \) and \( B'' \) and its inversion or factorize matrices
2. Calculate the initial mismatches \( \Delta P/V \)
3. Solve equation (6) for \( \Delta \theta \)
4. Update the angle \( \theta \) and use it to calculate \( \Delta Q/V \)
5. Solve equation (7) and update \( \Delta V \)
6. Return to step 2 and repeat the procedure until all mismatches are within specified tolerances.

Although, the FD method uses the approximation of Jacobian matrix, the mismatch equations are calculated using exact equations. This makes the solution process as accurate as in the original Newton-Raphson method. Due to the simple equations involved in FD method, the FD implementation has more advantageous over NR in terms of execution time, memory requirements, and at the same it can be implemented as parallel algorithm [8].

The analytical analysis of load flow analysis requires a linear solver to solve sparse linear equation in the form of \( A \cdot x = b \). In this paper, a public domain library, SuperLU [9], is used as the solver for load flow analysis. It is used since it uses many latest techniques, such as graph reduction technique in matrix factorization. Furthermore, very unsymmetrical matrices can also be solved using this library. The library comes with four packages containing real and complex solvers, in both single and double precision versions.

### 2.2. Fast Decoupled Load flow for Contingency Analysis

The Contingency analysis which is run in an operations and control center must be executed very quickly. There are three basic ways to accomplish this [1], that are: 1). With approximate but very fast algorithms, 2). Select only the importance cases for detailed analysis, 3). Use the computer system made up of multiple processors to gain speed.

The first technique using sparse matrix for complete load flow have adopted in this research. The simples and accurate contingency analysis consists of running AC power flow analysis for each generator, transmission line and transformer outage as shown in Figure 1.
fast linear solver makes a program run faster and more efficient. Inside the contingency loop, B’ and B” development and factorization repeated until all component outage finish tested. The load flow iteration scheme also repeated for all components contingency, but in this part not more consumed time calculation, because of variable updated for every calculation step in order to increase convergence achievement.

In fast decoupled load flow computation, it is common to deal with very large matrices where only a few elements are not zero. The B’ and B” Factorization matrix has leads to a large consumed execution time in the processing even though one times factorized. In such cases, memory consumption can be reduced and performance increased by using a specialized representation storing only the nonzero coefficients. Such a matrix is called a sparse matrix.

3. DESCRIPTION OF THE TEST SYSTEM

The IEEE data and Tenaga Nationa Berhad (TNB) already chosen for system test. The IEEE 30, 57, 118, 300 bus and TNB 664 bus data have been used to test full and spare matrix based linear solver of fast decoupled load flow method. The contingency analysis running full and spare matrix based linear solver of Fast Decoupled load flow for each possible transmission line outage. The IEEE 118 and 300 bus with comprises of 179 and 411 transmission line respectively. Therefore, load flow analysis resolved 179 times for IEEE 118 bus and 411 times for IEEE 300 bus data. For TNB 664 bus, the contingency only for 275 and 400 kV transmission line or 304 times load flow analysis resolved.

The IEEE 30, 57, 118 and 300 bus are provided in ref [10]. In contingency analysis IEEE 118, 300 bus and TNB 664 bus already used to present large scale power system data. Then system tested under Intel Pentium dual-core CPU 1.8 GHz.

4. RESULT AND DISCUSSION

The single fast decoupled load flow computation result shown in Table 1 and Table 2. For small system IEEE 14, 30, and 57 the execution time is very fast. Therefore the time computation cannot be compared for these cases. The another cases IEEE 118, 300 and TNB 664 produced significant execution speedup. The fast decoupled load flow results using invers of full and sparse matrix solver are given in Table 1 and the fast decoupled load flow results using invers full matrix and superLU factorization solver are given in Table 2. The more efficient and fastest solver is superLU factorization specially for large scale system as shown in Table 2. Since the application of superLU factorization has better performance, this linear solver is very attractive to be applied in contingency analysis.
Table 1. Fast decoupled load flow results using invers full and sparse matrix solver

<table>
<thead>
<tr>
<th>No.</th>
<th>Test Cases</th>
<th>Algorithm</th>
<th>Invers Full Matrix</th>
<th>Invers Sparse Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Time</td>
<td>Iteration</td>
</tr>
<tr>
<td>1.</td>
<td>IEEE 14 Bus</td>
<td></td>
<td>0.0117</td>
<td>4</td>
</tr>
<tr>
<td>2.</td>
<td>IEEE 30 Bus</td>
<td></td>
<td>0.0117</td>
<td>4</td>
</tr>
<tr>
<td>3.</td>
<td>IEEE 57 Bus</td>
<td></td>
<td>0.0313</td>
<td>5</td>
</tr>
<tr>
<td>4.</td>
<td>IEEE 118 Bus</td>
<td></td>
<td>0.1289</td>
<td>5</td>
</tr>
<tr>
<td>5.</td>
<td>IEEE 300 Bus</td>
<td></td>
<td>1.7693</td>
<td>7</td>
</tr>
<tr>
<td>6.</td>
<td>TNB 664 Bus</td>
<td></td>
<td>18.378</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2. Fast decoupled load flow results using invers full matrix and superLU factorization solver

<table>
<thead>
<tr>
<th>No.</th>
<th>Test Cases</th>
<th>Algorithm</th>
<th>Invers Full Matrix</th>
<th>SuperLU Factorization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Time</td>
<td>Iteration</td>
</tr>
<tr>
<td>1.</td>
<td>IEEE 14 Bus</td>
<td></td>
<td>0.0117</td>
<td>4</td>
</tr>
<tr>
<td>2.</td>
<td>IEEE 30 Bus</td>
<td></td>
<td>0.0117</td>
<td>4</td>
</tr>
<tr>
<td>3.</td>
<td>IEEE 57 Bus</td>
<td></td>
<td>0.0313</td>
<td>5</td>
</tr>
<tr>
<td>4.</td>
<td>IEEE 118 Bus</td>
<td></td>
<td>0.1289</td>
<td>5</td>
</tr>
<tr>
<td>5.</td>
<td>IEEE 300 Bus</td>
<td></td>
<td>1.7693</td>
<td>7</td>
</tr>
<tr>
<td>6.</td>
<td>TNB 664 Bus</td>
<td></td>
<td>18.378</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 3. Contigency analysis computation time results using invers full matrix and superLU factorization solver based.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Linear Solver</th>
<th>IEEE 118 (179 line outage)</th>
<th>IEEE 300 (411 line outage)</th>
<th>TNB 664 (304 line outage)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Invers Full Matrix</td>
<td>SuperLU Factorization</td>
<td>Invers Full Matrix</td>
<td>SuperLU Factorization</td>
</tr>
<tr>
<td></td>
<td>Develop B&quot; &amp;B&quot; &amp; Linear Eq.System</td>
<td>0.403</td>
<td>0.061</td>
<td>na</td>
</tr>
<tr>
<td></td>
<td>Iteration</td>
<td>2.591</td>
<td>0.392</td>
<td>na</td>
</tr>
<tr>
<td></td>
<td>Total Time</td>
<td>3.715</td>
<td>0.562</td>
<td>na</td>
</tr>
</tbody>
</table>

na = no answer; more then 1 hour.

In contingency analysis full fast decoupled are repeated for every loop of contingency. Therefore B’ and B” development and it’s factorize executed many time in the program. The contingency analysis running Fast Decoupled load flow for each possible transmission line outage. The IEEE 118 and 300 bus with comprises of 179 and 411 transmission line respectively. Therefore load flow analysis resolved 179 times for IEEE 118 bus and 411 times for IEEE 300 bus data. For TNB 664 bus, the contingency only for 275 kV and 400 kV transmission line or 304 line outage.

The Contigency analysis computation time results using invers full matrix and superLU factorization solver based given in Table 3. The invers full matrix solver can solved only for IEEE 118 bus test system in 3.715 second and for another cases take too long time. However for superLU factorization linear solver can solved all of test system in 7.832 second for a largest of test system. Therefore the superLU factorization linear solver can be a viable alternative applied in contingency analysis or other repetitive power system computation.
5. CONCLUSION

The paper have presents the assessment of three linear system solver scheme applied to the fast decoupled load flow. The full matrix version of the fast decoupled load flow based on XB methods used in this study. The numerical investigations are carried out on the small and large test systems. The execution time of small system such as IEEE 14, 30, and 57 are very fast, therefore the time computation can not compared for these cases. Another cases IEEE 118, 300 and TNB 664 produced significant execution speedup. The superLU factorization sparse matrix solver have best performance and speedup of load flow solution as well as in contingency analysis. The invers full matrix solver can solved only for IEEE 118 bus test system in 3.715 second and for another cases take too long time. However for superLU factorization linear solver can solved all of test system in 7.832 second for a largest of test system. Therefore the superLU factorization linear solver can be a viable alternative in contingency analysis.
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