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The utilization of intrusion detection systems (IDS) can significantly enhance the security of IT 

infrastructure. Machine learning (ML) methods have emerged as a promising approach to 

improving the capabilities of IDS. The primary objective of an IDS is to detect various types of 

malicious intrusions with a high detection rate while minimizing false alarms, surpassing the 

capabilities of a firewall. However, developing an IDS for IOT poses substantial challenges due 

to the massive volume of data that needs to be processed. To address this, an optimal approach 

is required to improve the accuracy of data containing numerous attacks. In this study, we 

propose a novel IDS model that employs the Random Forest, Decision Tree, and Logistic 

Regression algorithms using a specialized ML technique known as Ensemble Learning. For this 

research, we used the BoT-IoT datasets as inputs for the IDS model to distinguish between 

malicious and benign network traffic. To determine the best model, we compared the 

performance metrics of each algorithm across different parameter combinations. The research 

findings demonstrate exceptional performance, with metric scores exceeding 99.995% for all 

parameter combinations. Based on these conclusive results, we deduce that the proposed model 

achieves remarkable success and outperforms other traditional ML-based IDS models in terms 

of performance metrics. These outcomes highlight the potential of our novel IDS model to 

enhance the security posture of IoT-based systems significantly. 
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INTRODUCTION 

New cybersecurity risks have emerged because of the 

organizations of deploying Internet of Things (IoT) devices in 

information technology environments [1], [2]. These emerging 

risks have the capacity to undermine fundamental principles such 

as operational ecosystem security, efficiency, mobility, and safety 

[3]. The advent of novel threat vectors not only impacts the 

technological aspects of our lives but also poses risks to our 

financial and physical well-being. The potential for attacks has 

raised concerns regarding online privacy, social networks, 

businesses, and critical infrastructure [4]. In a short period of 

time, it has the potential to cause harm to the hardware system as 

well [5]. This phenomenon is anticipated to extend globally, 

driven by the imperative need to implement security measures 

across a broader and more critical spectrum of fields than ever 

before. However, this is only the initial phase of an increasingly 

advanced era of digitalization. 

 

The Internet of Things (IoT) comprises interconnected smart 

devices, enabling them to collect and exchange information 

seamlessly [6]. In most cases, IoT systems are composed of three 

primary components: IoT devices, network elements, and the 

acquisition of sensory data [7]. One fundamental attribute of IoT 

devices is they are continually active [8], [9]. Amidst such rapid 

advancements, the substantial volume of statistics presents new 

challenges for the development of information security [10]. This 

progress must align with the emergence of increasingly advanced 

threats, such as exploits and vulnerabilities within global data 

networks and numerous technical and security challenges [11]. 

Among those challenges, one notable concern is the occurrence 

of anomalous network dataflow, commonly referred to as 

network intrusion or breach. 

 

Intrusion refers to the deliberate attempts to a sequence of 

unexpected activities, whether originating locally or globally, that 

undermine the confidentiality, integrity, or availability of a 

network [12]. There are various avenues through which these 

attacks can be carried out, including exploiting vulnerabilities in 
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applications, protocols, and web applications. The presence of 

malicious applications on interconnected devices within an IoT 

network further compounds the problem. The larger the IoT 

network, the greater the potential for vulnerabilities, as attackers 

can target any device connected to the network to gain 

unauthorized access. The increase of use of IoT-based systems 

amplifies the risk of these attacks, potentially leading to profound 

societal impacts [13]. The application of an Intrusion Detection 

System (IDS) is one of several approaches to overcome this 

problem. 

 

Considering the increasing demand and the necessity to address 

future complex threats, the implementation of Machine Learning 

(ML) techniques can serve as a solution to amplify an IDS. 

Numerous research studies have applied ML-based approaches 

for intrusion detection [14]. Authors in [15] conducted research 

that extensively explores the malicious use of machine learning 

which aiming to undermine user privacy, system stability, and 

service integrity, while also enhancing techniques related to 

intrusion and obfuscation. Nonetheless, network traffic has 

grown increasingly intricate and subject to dynamic changes, 

while cyber-attacks continue to evolve daily. It implies that new 

standardized patterns or unknown attacks have the potential to 

deviate from the patterns learned from the initial training data 

[16], leading to numerous errors during the actual process of the 

detection of the attack detection system. To address this 

challenge, it is imperative to develop a methodology which 

capable to identify the real-time errors when detecting cyber-

attacks and dynamically adjust the attack detection system based 

on the prevailing attack conditions. 

 

There were numerous research studies focused on the application 

of ML methods in IDS [17]. Authors in [11] proposes an intrusion 

decision system using the Random Forest Bagging, Gradient 

Boosting, and XGB classifier and it has an accuracy value of 

94.3%, 92% and 94.3%. In 2022, an experiment with ensemble 

learning bagging on IOT conducted to detect a multi-

classification and attained 96.2% on N-BaIoT data set [18]. These 

studies setting a new standard and paving the way for future 

researchers to strive into this field by developed remarkable 

results and scores. However, most of these research efforts 

primarily relied on the combination of traditional ML techniques 

and outdated datasets for training and validation purposes. To 

bridge this gap, this study suggests the implementation of more 

advanced ML methods, specifically Random Forest, Decision 

Tree, and Logistic Regression algorithm using Ensemble 

Learning Technique. These methods will be applied to a newly 

curated dataset comprising comprehensive descriptions of 

intrusions.  

METHODS 

Materials 

Data 

The conventional approach to train an IDS often involves 

manually generating a personalized or dedicated real network 

traffic dataset. While it is possible to create such datasets, most 

of the handcrafted network traffic samples are usually rather 

limited in coverage and raise concerns regarding their integrity. 

In this case, public datasets help address this problem. All the 

attack types in the dataset are shown in Figure 1. 

 

 
Figure 1. Attack Types 

This experiment uses BoT-ToT dataset because it is one of the 

most recent public traffic datasets in the research field and 

represents a range of realistic network attacks [19], [20]. The 

dataset correlation is shown in Figure 2. 

 

 
Figure 2. Dataset Correlation 

Methods 

The objective of this research is to detect attacks using ensemble 

technique, implement the models into the dataset, and compared 

three machine learning algorithms with Bagging Method. Firstly, 

we input the BoT-IoT dataset, and preprocessing is performed. 

Once the preprocessing stage is completed, the subsequent step is 

to construct the core of the IDS system. Initially, we build the 

models from the three algorithms preselect algorithms. When the 

DT, RF, and LR algorithms already modelled, we do the voting 

classifier to ensembled the three models. Figure 3 shows the 

flowchart of the research. 
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Figure 3. Flowchart of the research methodology 

Preprocessing 

Preprocessing serves as the foundational stage that affects the 

subsequent process of the research. The dataset was preprocessed 

to enhance the accuracy of the models. This dataset contains 

926624 DDoS attacks, 650260 DoS attacks, 91082 

Reconnaissance, 477 non-malicious attacks, and 79 theft attacks. 

In this study, the initial step involves data cleaning by eliminating 

irrelevant data, the aim is to prevent misunderstandings during the 

subsequent stage. 

Ensemble Learning 

There are various ensemble classifiers, including random 

subspace, bagging, and boosting [21]. In this experiment, we use 

bagging method (bootstrap aggregation), which are general 

ensemble methods. When addressing classification problems, 

bagging employs both the “voting” and regression averaging” 

approaches [11]. The ensemble method aims to choose the best 

final decision by using a majority vote on the output of the 

individual classifiers [22]. Figure 4 illustrates how the ensemble 

contributes to the research.  

 

Various learning techniques are used by the ensemble classifier 

to achieve better performance than any single classifier. We 

designed an IDS that has been trained with RF, DT, and LR 

algorithm using Bagging Method. The bagging procedure is 

shown in Figure 5. 

 

a. Random Forest 

Random Forest (RF) is a decision tree ensemble method, 

generates multiple decision trees using different samples and 

makes classification decision based on the majority vote among 

them. The advantage of RF is it offers improved precision while 

prevent the risk of overfitting [23].   

 

a. Decision Tree 

DT is a supervised learning algorithm that employs a tree 

structure for classifying input vectors, where each node in the tree 

represents a comparison of attributes and field [24], [25]. The 

structure of this method comprises nodes, branches, and leaves, 

forming a tree-like arrangement. Based on the outcome of these 

comparisons (true or false), the traversal path is determined, 

either to the left or the right child of a specific node [24]. 

 

 
Figure 4. Ensemble work 

 
Figure 5. Bagging Process 

 

b. Logistic Regression 

Logistic Regression, a supervised classifier that employs a 

discriminative model during the training phase to make 

predictions based on the provided data [26], [27]. The logistic 

regression algorithm employed in this experiment is a 

classification technique. It is an efficient and computationally 

lightweight algorithm that performs an excellent scalability and 

performance even when handling extensive datasets. Logistic 

Regression is relatively less common employed in intrusion 

detection [28]. Nevertheless, a logistic regression-based intrusion 

detection model has been investigated in [29] through multi-class 

classification testing, this model demonstrated superior 

performance compared to other models. 
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Voting Technique 

Voting refers to a machine learning model that aggregates 

predictions from multiple models to make a final decision [30]. 

In this study, voting was employed to enhance model 

performance.  

Metrics 

In this research, evaluation was employed to assess the system or 

algorithm’s performance. The visualization of system 

performance was accomplished using a confusion matrix. In this 

research, we used accuracy as performance measure of the 

detection. Precision, recall, and f1 score as performance measure 

of the attacks. 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝐹𝑃 +  𝐹𝑁 +  𝑇𝑁
 

(1) 

 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 

(2) 

 

Precision represents the proportion of accurate detections that are 

correctly classified [31] . 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑃

𝐹𝑁 +  𝑇𝑃
 

(3) 

 

Recall measures the proportion of the right detections to the total 

number of intrusion cases in the dataset [31], [32].  

 

 
𝐹1 𝑆𝑐𝑜𝑟𝑒 =  

2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

(4) 

 

The F1 score metric offers a balanced assessment of both 

precision and recall [31], [33]. True Positive (TP) becomes 

relevant when the model recognizes a malicious attack as 

malicious, while True Negative (TN) arises when the non-

malicious packets are recognized as non-malicious. On the other 

hand, the predicted False Positive (FP) value arises when the 

traffic is non-malicious and recognized as malicious, while False 

Negative (FN) appears when a particular attack is malicious and 

recognized as non-malicious. 

RESULTS AND DISCUSSION 

We have collected conclusive analysis on the achievement of high 

performance in Intrusion Detection Systems (IDS) through 

parameter tweaking and the implementation of Ensemble Method 

and ML models, based on the experimental stages. In this section, 

the performance evaluation of the proposed model based on 

Ensemble Learning is presented. Furthermore, the performance 

of this method and the other models such as DT, RF, and LR 

presented on the following sub-headings. 

Performance of Classification Model with Bagging 

Method 

Once the data was preprocessed, we divided the dataset and 

constructed models using Bagging (Bootstrap Aggregating) 

technique. Authors in [34] conducted research on IDS using 

ensemble of DT algorithm and it has accuracy value of 97.73% 

with bagging method. The outcomes of this model are presented 

in Table 1. The accuracy result shows the application of ensemble 

method in machine learning significantly enhances the accuracy 

measurement of the attack detection.  

 

Table 1. Result with Ensemble Bagging 

Model Method Accuracy 

DT 

RF 

LR 

Ensembled with 

Bagging 
99.995% 

 

Performance of Model of Attacks with Bagging Method 

Table 2. Result of the model attacks 

Attack Precision Recall F1 

Score 

Support 

DDoS 1.00 1.00 1.00  184885 

DoS 1.00 1.00 1.00 130585 

Normal 1.00 1.00 1.00 80 

Reconnaissance 1.00 1.00 1.00 18141 

Theft 0.00 0.00 0.00 14 

 

From Table 2, the performance metrics shows the proposed 

models have already achieved remarkable results, consistently 

obtaining scores of 1.00 across metrics. Nonetheless, the only 

notable distinction in this stage of the process is the small size of 

one of the attacks that tends to round down the result of the IDS 

model.  

Discussion 

The process of determining the optimal Intrusion Detection 

System (IDS) model is done by involving Ensemble Method. The 

experiment begins by preprocessing the dataset to make it more 

suitable for the utilization in the machine learning model.  In this 

case, we train each model individually and combined them 

through an averaging process with Bagging (Bootstrap 

Aggregating). Figure 6 shows how bagging classifier works. 

 

 
Figure 6. Bagging Classifier 

Once the optimal model parameters have been obtained, it is 

necessary to evaluate the outcomes of this experiment to ensure 

that the IDS can effectively works [35]. Authors in [5] proposes 

an IDS for IOT, their work using advanced machine learning 

can detect intrusion for IOT networks but the TP rate of the U2R 

attacks is relatively small at 27%. In this study, a confusion 

matrix was employed to visualize the performance of the 

system. Each cell in the confusion matrix represents the count of 

predictions made by the model, indicating whether it accurately 

or inaccurate classified the classes [36]. The detailed description 

of the matrix is shown in Figure 7. 
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Figure 7. Confusion Matrix 

Comparison with State-of the Art Related 

The model proposed in this research has demonstrated a higher 

accuracy compared to [37], the current research that conducted an 

implementation with AdaBoost and reached 95.84% in accuracy. 

Table 3 shows the classification accuracy of our method and these 

methods in [37]–[43]. Our proposed ensemble model with DT, 

RF, and LR method demonstrates an exceptional performance 

compared to other methods in terms of attack detection accuracy 

by using the most recent datasets.  

 

Table 3. Comparison with Related Studies 

Work Method Dataset Accura-

cy 

Rachmadi et al. 

[37] 

Ensemble with 

AdaBoost 

MQTTset 95.84%  

Meemongkolkiat 

et al. [38] 

Bagging 

Classifier 

CICIDS20

17 

99.96% 

Kerim [39] NB and RF with 

Ensemble 

CICIDS20

17 

99.8% 

Ghrib et al. [40] Ensemble with 

XGBoost 

NSL-KDD 98.72% 

Seth et al. [41] Voting 

Ensemble 

CIC-

IDS2018 

95.49% 

Mahfouz et al. 

[42] 

Ensemble 

Model 

HOIC Tool 98.99% 

    

Lian et al. [43] Adaboost KDDCUP

99 

98.89% 

Our Method Ensemble with 

Bagging 

BoT-IoT 99.995% 

 

CONCLUSIONS 

Based on the experiment, the result indicates that the application 

of the Decision Tree (DT), Random Forest (RF), and Logistic 

Regression (LR) algorithm can serve as an excellent approach for 

constructing an Intrusion Detection System (IDS). This is 

achieved by employing the technique of ensemble learning into 

three machine learning algorithms. The research findings reveal 

that all the parameter combinations surpass 99.995%.  

 

Ensemble learning plays a crucial role in enhancing the certainty 

of model decisions. As demonstrated, the performance of an 

ensemble model can be significantly impacted by the selection of 

the algorithms. Hence, it is crucial to develop an Intrusion System 

Detection (IDS) that is scalable, flexible, and reliable to fulfill the 

requirements of the Internet of Things (IoT). It is imperative to 

evaluate IDS models in terms of accuracy within a big data 

environment. By appropriately selecting the algorithm for 

building a system with ensemble method, the proposed classifier 

can achieve a higher performance compared to the other. These 

findings indicate that the right combined algorithm can 

substantially enhance classifier performance and has proven to 

accomplish higher accuracy compared to other machine learning 

models with ensemble learning. In the future, there is a potential 

to enhance a different Ensemble Learning model for IDS on IOT. 
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